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SUMMARY 
The standard k-c eddy viscosity model of turbulence in conjunction with the logarithmic law of the wall 
has been applied to the prediction of a fblly developed turbulent axisymmetric jet impinging within a 
semi-conbed space. A single geometry with a Reynolds number of 20,000 and a nozzle-to-plate 
spacing of two diameters has been considered with inlet boundary conditions based on measured 
profiles of velocity and turbulence. Velocity, turbulence and heat transfer data have been obtained 
using laser-Doppler anemometry and liquid crystal thermography respectively. In the developing wall 
jet, numerical results of heat transfer compare to within 20% of experiment where isotropy prevails and 
the trends in turbulent kinetic energy are predicted. However, stagnation point heat transfer is 
overpredicted by about 300%, which is attributed directly to the turbulence model and inapplicability 
of the wall function. 

KEY WORDS: impinging jet; turbulence; heat transfer; k-& model 

1. INTRODUCTION 

Jet impingment flows are frequently used in industrial practice for their high heat and mass transfer 
rates. Their employment is common but also diverse and typical applications include many heating, 
cooling and drying processes such as the manufacture of printed wiring boards, printing processes, 
production of foodstuffs, de-icing of aircraft wings and cooling of turbine aerofoils. The high heat 
transfer rates are especially needed to achieve short processing times for product quality or owing to 
temporal limitations of the process and/or for energy efficiency. 

The fluid dynamic structure of such processes is extremely complex and as such it is often reduced to 
that of understanding a single impinging jet, which will be turbulent except at very low Reynolds 
numbers. Even when the practical application is simplified, the necessary experimental rigs can be 
cumbersome and expensive, not to mention the time-consuming data acquisition, validation and analysis. 
Numerical simulations are an alternative to the experimental approach and can provide a fast and 
economic solution which will describe the flow or at least identify trends in the flow or heat transfer 
distribution. In this case the designer needs to be aware of the reliability and limitations of the numerical 
solutions for that particular geometry under investigation. An assessment of the model can only be 
obtained by comparison with experiment. Since numerical solutions are problem-dependent, there is a 
need for reliable experimental data specific to the jet impingement geometry to facilitate a direct 
assessment. 
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Both the k--E model and Reynolds stress models have predicted a wide variety of flows to reasonable 
accuracy. However, the use of the k--E turbulence model in jet impingement is not entirely justified, 
since, as will be shown in this study, the impinging jet is anisotropic and the basic assumption of the k--E 
model, which employs the Boussinesq hypothesis, is local isotropy. In flows with normal straining, the 
k--E model predicts a high generation rate of turbulence,' which can cause an overprediction of skin 
friction coefficients and thus heat transfer. Despite the expectation that the Reynolds stress models 
would improve the prediction of impinging flows, evidence to date reveals that this only happens when 
specific near-wall models are used,' which at present are not widely available. Consequently, the k--E 
model is most often adopted owing to its simplicity and economy over the second-moment closure 
models. This, combined with the fact that the k--E model was available for several years before the 
Reynolds stress models, has resulted in it being adopted as a standard option in many commercial 
packages and its subsequent frequent use in both academia and industry. 

Jet impingement is a broad topic and there is consequently an extensive amount of archived literature 
including theoretical, experimental and numerical works. There are many variable quantities and several 
reviews on the subject are available. These range from comprehensive lists of publications arranged in 
chronological orde?-4 or classified into various categories5-' to succinct critical reviews.12 Numerical 
works on flow and heat transfer characteristics of jet impingement have been reviewed by Polat et al. ' 
The numerical errors associated with some of the early simulations cited prevent any reliable assessment 
of the turbulence model accuracy. In the last 5 years the importance of the jet impingement flow field has 
led to liaison between a number of experimental and numerical research teams from both industry and 
a~ademia. '~ The unconfined impinging jet geometry has been adopted as a vehicle for comparison of 
various turbulence models and computational packages with experimental results at Re x 23,000 and 
z/d = 2. Upper entrainment boundary conditions were approximated. Several workers experienced 
problems with convergence due to this entrainment boundary and modified the conditions so as to attain 
convergence.  result^'^,'^ obtained using the standard k--E and Reynolds stress models were compared 
with experimental results of heat transfer distribution'6 and some velocity and turbulence results17 
within the stagnation region. Numerical resolution was considered satisfactory, but variations between 
model/model and model/experiment were still evident. The variations could be partly attributed to the 
treatment of the entrainment boundary and different solution algorithms employed. The most promising 
results were obtained using a Reynolds stress model with a new wall reflection model.'8 However, this 
model is in the early stages of development and its generality is as yet unknown. In a more recent 
contribution," predictions are compared with experimental results from the same 1ab0ratory.l~ The k--E 
model was shown to overpredict the heat transfer coefficient due to unconfined jet impingement, which 
was attributed to the overprediction of the turbulent kinetic energy near the stagnation point. 

Attempts to assess the relative merits of various computational approaches have been hindered by the 
lack of detailed experimental data and the varied specification of the flow field boundaries. Ideally, the 
same boundary conditions should be used for each case so that the differences can be linked directly to 
the numerical model. In this paper, experimentally measured boundary conditions are specified at the jet 
exit. A semi-confined configuration was selected because, despite the industrial relevance of this 
geometry, very few works were identified in the existing and the upper solid boundary 
simplifies the specification of the problem numerically, facilitating a direct assessment of the model 
under investigation. 

2. EXPERIMENTAL INVESTIGATION 

Details of the experimental facilities and procedures can be found in Reference 2 1. Uncertainties have 
been estimated using established techniques.22 A 10 mW single-component laser-Doppler anemometry 
system (DANTEC 55X) was used to obtain mean velocity and turbulence data. A local frequency shift 
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was applied to one of the system beams to provide directional sensitivity. A 3 x beam expander reduced 
the diameter of the measurement volume to 1.2% of the nozzle diameter, and by using an off-axis 
arrangement for light collection, the effective length of the measurement volume was reduced to 3.75% 
of the nozzle diameter. A microcomputer-controlled two-dimensional traverse mechanism and 
instrumentation system facilitated automatic and random data acquisition. The frequency tracker 
processor required continuous seeding, which was provided by olive oil particles from a seeding 
generator. To avoid uneven particle concentrations leading to biased measurements, the jet arrangement 
was enclosed in a large chamber to ensure seeding of the entrained air. Overall uncertainties in the mean 
velocity and turbulence intensity are estimated to be 4% and 5% respectively. The uncertainties in the 
axial, radial and transverse radial directions due to initial positioning of the measurement volume are 
estimated to be 25% of the measurement volume dimensions. Nearly 30% of all measurements were 
repeated and were found to be repeatable within the uncertainty intervals, except very close to the 
impingement wall and in the shear layer region. Uncertainty in these regions is evident from the scatter 
in the results presented and is attributed to the finite length of the measurement volume and near-wall 
reflections. 

The distribution of Nusselt number was obtained using a transient wall-heating technique that 
requires the measurement of the elapsed time to increase the temperature of the liquid-crystal-coated 
impingement plate to a predetermined value. The rate of heating was recorded by monitoring the colour 
change patterns of the liquid crystal with respect to time as the hot air jet impinged onto the plate. The 
heat transfer process was considered to be one-dimensional into a semi-infinite medium, since the test 
specimen was sufficiently thick and of low thermal diffisivity. An exact solution to the one-dimensional 
transient conduction equation then yielded the heat transfer coefficient. The uncertainty in the measured 
heat transfer coefficient is estimated to be less than 8%. 

3. NUMERICAL INVESTIGATION 

3.1. The solution procedure 

Detailed descriptions of the most common discretization procedures, convection-diffision schemes and 
solution algorithms are provided in several In this investigation the computations were carried 
out using PHOENICS 1.6.2. The solution procedure is based on a finite volume discretization, on a 
staggered grid, of the governing equations of heat, mass and rn~menum.~’ A hybrid upwind 
interpolation scheme was specified to handle the combined effects of convection and diffusion, but in 
practice the upwind scheme is activated over most of the flow domain. PHOENICS uses the SIMPLEST 
(semi-implicit method for pressure-linked equations shortened) solution algorithm to enforce continuity 
and solves the discretised equations iteratively using the TDMA (tridiagonal matrix algorithm) line 
solver.23 Owing to the curvature of the flow, the whole field solution procedure was implemented. 

The standard high-Reynolds-number version of the k--E model has been employed in this 
investigation. The turbulence model constants used have given good agreement with a range of free 
turbulent flows and wall flowsZ8 and have the following standard values:29 ck = 1.0, cE = 1.3, 

In the immediate vicinity of the impingement and upper confinement plates where the local Reynolds 
number is low, viscous effects are influential, so a wall function is used to bridge this area. The 
logarithmic law of the wall was used to compute the skin friction factor, which is used to determine the 
Stanton number. For turbulent flow this assumes a logarithmic dependence of the radial velocity on the 
normal co-ordinate to the wall and that the production of turbulent kinetic energy is equal to the 
dissipation in the log-law region. The implementation of this wall function into PHOENICS is described 

Cp = 0.09, C, = 1.44 and Cz = 1.92. 
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by Rosten and Worrell3O and in further detail by Ludwig et a1.26 Skin friction, Stanton number and other 
computed variables were extracted from PHOENICS during its execution by using appropriate 
GROUND coding.2' When the local Reynolds number Re > 132.5, the skin hction is given by 

S s=( IC 

In( 1 .O 1 + 9 Re ' 

where IC is the von Karman constant and the local Reynolds number Re is defined as 

Re = ypvp/v. (2) 

Otherwise 

s = 1/Re. 

The Stanton number is then computed from 

St = s/a,( 1 + PSO'5), 

where 
0-25 

P = 9 ( : -  1 ) e )  

(4) 

The development of this equation is described by Ja~at i l leke .~~ Values of the laminar and turbulent 
Prandtl numbers a, and at of 0.7 and 0.9 for air were specified. The Stanton number is based on the 
enthalpies at the near-wall node and at the wall and is used to obtain the heat flux to the wall via 

Sr = -q / (hp  - h,)pvp. (6) 

3.2. The grid 

An axisymmetric polar grid was used with the z-axis aligned with the nozzle centreline and the y-axis 
being radial. The effect of the length of the solution domain was examined to ensure that the outflow 
boundary did not lie within a recirculation region. As a result, the impingement and confinement plates 
were extended to 15d. Nodes were concentrated in regions of large gradients; namely, close to the 
impingement surface and at the edge of the jet (shear layer). Based on a grid dependence study:' a 
100 x 68 grid was adopted, shown in Figure 1. For the area between the wall and the near-wall node, k 
and E are obtained from the wall function which requires the near-wall node to lie just inside the 
turbulent region. In this case a near-wall cell size of 0.02d was adopted, guided by experiment, which 
corresponds to a near-wall Reynolds number greater than 132 (y+ > 11.5). 

"b 

I UDDer confinement wall . .  

Figure 1. 100 x 68 grid, z /d  = 2, r / d  = 15 
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3.3. Boundary conditions 

The elliptic nature of the flow field requires that the boundary conditions be specified on all sides of the 
solution domain. Measured values of velocity and turbulence intensity, obtained using laser-Doppler 
anemometry at the exit plane of a 20d sharp-edged nozzle, were specified at the jet exit. These inlet 
conditions represent a fully developed velocity profile and are presented in Figure 2. The dissipation was 
deduced E = Ci'4k3/2/L, where L was estimated to be 5% of the inlet diameter. Zero velocities 
were specified at the solid surfaces and a logarithmic wall function was activated. A floating zero 
pressure was specified at the outlet boundary and the computed pressure is relative to it. The use of the 
PHOENICS Input Language (PIL) command SAME ensured that any idowing mass brings in the same 
value of the variable as already prevails in the cell. A constant temperature was prescribed at the wall, 
which simulates the experimental boundary condition. Viscosity, thermal conductivity, specific heat and 
density were modelled as being independent of temperature. 

3.4. Convergence 

To assist convergence, the pressure and velocity fields were solved to provide reasonable initial fields 
before activating the k--E turbulence model. Linear and false time step undenelaxation were also applied 
to pressure and the other variables respectively to help procure convergence. Relaxation was not applied 
to the enthalpy equation, since the temperature changes are small enough so as not to contribute any 
significant effect to the transport properties. In addition, the enthalpy equation was only solved when 
convergence of the other variables had been achieved. The amount of relaxation varied as the solution 
progressed (pressure: 0.8-0.2; velocities and other scalars: locally dependent on grid size and in-cell 
value), the greater relaxation being applied to the turbulent quantities. Only when local relaxation was 
applied to the velocity and turbulent quantities was a converged solution achieved. The local values of 
false time step were obtained by dividing a characteristic length by a characteristic velocity. For the 
velocities the cell size and local velocity were used, whereas for the turbulent kinetic energy the 
turbulent kinetic energy divided by the energy dissipation rate was used. Maximum and minimum 
values for the variables and initial values were also specified according to the jet inlet conditions. The 
sums of the absolute residuals of the continuity and momentum equations were used to monitor 
convergence. 

Typically 2500 sweeps were necessary to procure convergence, which used approximately 2 h CPU 
time on the VAX 4600 computer. 

-0.05 n, L 0 4 5  

Figure 2. Specified inlet boundary conditions 
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4. PRESENTATION AND DISCUSSION OF RESULTS 

4.1. Velocity and turbulence profiles 

Cooper et al. " reviewed the work of several research groups who have used the k--E eddy viscosity 
model for unconfined jet impingement at z / d  = 2 and Re = 23,000. The present results for semi- 
confined impingement are consistent with the envelope of these predictions, shown in Figure 3. 

Numerical and experimental profiles of radial velocity are compared in Figure 4. The fist graph also 
presents the axial velocity profile, which shows good agreement with experiment. The correct trends in 
the radial velocity profiles are predicted, in that the radial velocity develops to a maximum at r / d  FZ 1, 
reducing in magnitude as the wall jet develops. The near-zero radial velocities above the wall jet 
(y/d > 0.75) are also fairly predicted. However, the spreading rate is underpredicted at all radial stations 
(maximum velocities underpredicted by 12% at r / d  = 0.5,25% at r / d  = 1 and 40% at r / d  = 2). At 
the edge of the jet, r /d  = 0.5, the computed profile compares reasonably well with experiment, but as 
the jet develops further, the wall jet becomes too thick. For r / d > 2  the predicted profiles improve 
progressively with radial distance. 

Numerical and experimental profiles of turbulent kinetic energy are compared in Figure 5 .  The 
correct trends in the development of the turbulent kinetic energy k are predicted when r /d  2 1, and when 
y/d>0.75,  the magnitudes of k are also well predicted. Poor comparison of the numerical and 
experimental results only occurs in the stagnation region where high velocity gradients prevail. The 
turbulent kinetic energy is grossly overpredicted on the jet axis, with the peak computed value being 
nine times the experimental value, which leads to the prediction of excessive entrainment of the 
freestream fluid. The prediction improves progressively downstream and by r / d  = 3 the peak value is 
within 10% of experiment. The extra entrainment leads to underprediction of the peak radial velocities, 
which results in the wall jet being too thick. Incorrect values of the individual turbulent stresses will thus 
be obtained owing to the overprediction of k, since the eddy viscosity concept is used to calculate all the 
stress components. 

Boussinesq's eddy viscosity concept implies that turbulence is isotropic. Inspection of the ratio of the 
radial to the axial stress components in Figure 6 shows that in the stagnation region the flow is 
anisotropic, which cannot be accounted for by the numerical model. The anisotropy increases as the 
impingement plate is approached. On the jet axis, u' reaches twice the value of v' at y / d  = 0.25. This 
peak occurs for all the radial stations investigated, but reduces in magnitude with distance from the 

0.08 . 

0.06 ' 

Envelope of predictions using k-E model 
reviewed by Cooper et al. 

- Present numerical results 

WU; 

Oml 1 

0- O 1  0.1 0.2 0.3 0.1 0.2 0.3 0.4 
Yld Yld 

Figure 3. Comparison of predictions with other authors' data 
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Figure 4. Axial and radial velocity profiles 
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Figure 5. Turbulent kinetic energy 
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stagnation point. As the wall jet develops and the flow tends to isotropy, the comparison between 
prediction and experiment improves. In the near-wall region there is a linear relationship between u' and 
d typical of boundary layer flow. 

4.2. Heat transfer distribution along the plate and the effects of the numerical model 

The radial distribution of the computed Nusselt number is compared with experiment in Figure 7. At the 
stagnation point, Nu is overpredicted by over 300%. Comparison between computation and experiment 
improves with increasing distance fiom the stagnation point, in line with the improvements in the 
prediction of k. By r/d>3 in the wall jet the Nusselt number is predicted to within 20% of the 
experimental values. 

The inability of the numerical model to predict the flow and heat transfer in the stagnation region 
cannot be attributed solely to the deficiency of the turbulence model in this case. Since y+ - Re0'5, a 
near-wall Reynolds number greater than 132 is required to ensure appropriate use of the wall fhction. 
In the present numerical model this condition is only satisfied for rld > 0.3, which also corresponds to 
the location where a significant improvement in the prediction of Nu is obtained. It is difficult to specify 
an appropriate value of y, for the entire length of a computational domain, especially in a developing 
flow, without prior knowledge of the flow field. Furthermore, the stagnation region of an impinging jet 
cannot be compared with a hlly developed boundary layer for which the wall function is valid. The 
radial velocity accelerates rapidly from zero at the stagnation point such that this wall fbnction is 
inappropriate. 

Despite having been developed for two-dimensional flow, the wall function is widely applied to 
axisymmetric flow. Considering that the developing radial flow in an axisymmetric geometry is moving 
into a continually enlarging area, it is a reasonable assumption that the flow characteristics in 
axisymmetric flow will differ from those in a two-dimensional flow. It was dem~nstrated~~ more than 25 
years ago that velocity profiles in axisymmetric flow differ from those in two-dimensional flow and 
more recently it has been shown33 that the velocity profile in a pipe flow fails to conform to the accepted 
law of the wall. These factors will contribute to the 20% difference between the measured and predicted 
Nusselt numbers in the wall jet obtained in this investigation. 
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Figure 6. Ratio of normal turbulent stress components 
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Figure 7. Radial distribution of Nusselt number 

Finally, a significant improvement’’ in the prediction of jet impingement using a second-closure 
approach with new schemes that account for the effect of the wall has been reported. Reasonable 
comparison of predictions of Nusselt number with experiment for r /d  < 0.3 were obtained. However, an 
anomaly in the dependence of Nu on Re at the stagnation point occurred which was attributed to the use 
of the eddy viscosity concept across the sublayer. 

5 .  CONCLUDING REMARKS 

By comparison with other authors’ work the commercial CFD package PHOENICS has been shown to 
predict jet impingement to the same level of accuracy as other available codes that use the same 
turbulence model. 

It has been shown that the widely used k--E turbulence model can predict the quantitative trends of the 
radial velocity profiles due to an axisymmetric jet impinging in a semi-confined space, with good 
quantitative agreement above the wall jet. The qualitative trends of turbulent kinetic energy profiles are 
also predicted well, except on the axis and at the edge of the jet ( r /d  = 0.5) where an overprediction of 
up to nine times the experimental values occurs. Reasonable quantitative agreement is again shown 
above the wall jet. For r / d 2  3 both the radial velocity and turbulent kinetic energy are fairly predicted 
(given the numerical and experimental uncertainties) and the comparison improves with radial distance; 
by r / d  = 3 the peak values are within 25% and 10% respectively of the experimental results. 

The overprediction of turbulent kinetic energy, most significantly in the stagnation region, leads to an 
underprediction of the spreading rate in the wall jet and to radial velocity profiles that are too thick, 
although the trends in the wall jet development are predicted. 

In the wall jet the heat transfer is predicted to within 20% where the turbulent kinetic energy is 
reasonably predicted by the k--E eddy viscosity model and the near-wall nodal spacing meets the 
requirements of the wall function. However, the stagnation point Nusselt number is overpredicted by 
about 300%. The prediction of heat transfer improves downstream as the prediction of turbulent kinetic 
energy improves, which highlights the direct effect of turbulent kinetic energy at the edge of the laminar 
sublayer on heat transfer. The specification of an inappropriate wall function will also contribute to 
discrepancies between the results. These factors should be borne in mind when interpreting results from 
commercial packages. 



SEMI-CONFINED JET IMPINGEMENT 305 

It is evident that attention needs to be paid to the near-wall predictions. Recent literature has shown 
that second-moment closures can offer considerable improvement in the prediction of anisotropic flows 
such that it seems sensible to use a similar approach near the wall, as opposed to the eddy viscosity 
concept. 

Overall, the trends of the jet impingement flow are reasonably predicted and the numerical model can 
be used with confidence where isotropy prevails and the wall function requirements can be satisfied. 
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APPENDIX: NOMENCLATURE 

CP specific heat 
C, , C,  , C2 turbulence model constants 
d nozzle diameter 
h convective heat transfer coefficient 
hP enthalpy at near-wall mode 
hw enthalpy at wall 
k 
L characteristic length scale 
Nu Nusselt number, hd/k  
4 heat flux 
r 
Re Reynolds number, ud/v 
S skin friction factor 
st Stanton number, h/pcpu 
U 
ub bulk velocity in nozzle 
24’ 

V radial velocity component 

2 
Y distance from wall 
YP 
Y+ non-dimensional distance from wall 
Z nozzle-to-plate spacing 

thermal conductivity; turbulent kinetic energy 

radial distance from stagnation point 

normal or axial velocity component 

Rh4S normal velocity; component of normal Reynolds stress 

radial velocity at near-wall node 
RMS radial velocity; component of normal Reynolds stress 

distance from wall to near-wall node 

Greek Ietters 
E 

K von Karman constant 
V kinematic viscosity 
P density 
Gk, cE 
61 laminar Prandtl number 
6, turbulent Prandtl number 

dissipation rate of turbulent kinetic energy 

turbulence model constants; turbulent Prandtl numbers for diffusion of k and E 
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